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Aeroelastic flutter is a dangerous dynamic instability that can affect aerospace vehicles in certain flight conditions. Producing an accurate estimate of the aeroelastic flutter boundary is a challenge because high-fidelity aeroelastic models (e.g., based on fluid-structure interaction) are expensive to evaluate, and aeroelastic flutter analysis requires a large number of model evaluations. Many relatively inexpensive approximate aeroelastic models (low-fidelity models) exist, and are routinely applied to reduce the cost of estimating aeroelastic flutter. We introduce a multifidelity method that can produce accurate estimates of the aeroelastic flutter boundary by combining information from low- and high-fidelity models. This method constructs a multifidelity statistical surrogate to fit data from all available models, learning the correlations between them. The statistical surrogate is used to measure the uncertainty in the aeroelastic flutter boundary predicted with a given set of model evaluations. The method then automatically selects new model evaluations using an active learning approach such that the uncertainty in the estimate of aeroelastic flutter boundary is reduced the most, by unit cost, at every iteration. We demonstrate the effectiveness of the multifidelity method by locating the aeroelastic flutter boundary of a typical section model.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>convective and diffusive phenomena that govern the airflow dynamics</td>
</tr>
<tr>
<td>$b$</td>
<td>semi-chord length</td>
</tr>
<tr>
<td>$c_f$</td>
<td>lift coefficient</td>
</tr>
<tr>
<td>$c_m$</td>
<td>momentum coefficient, with respect to the elastic axis</td>
</tr>
<tr>
<td>$d_j$</td>
<td>damping of aeroelastic mode $j$</td>
</tr>
<tr>
<td>$f$</td>
<td>Gaussian process surrogate model</td>
</tr>
<tr>
<td>$F_a$</td>
<td>aerodynamic forces</td>
</tr>
<tr>
<td>$F_{el}$</td>
<td>elastic forces</td>
</tr>
<tr>
<td>$K$</td>
<td>stiffness matrix</td>
</tr>
<tr>
<td>$M$</td>
<td>mass matrix</td>
</tr>
<tr>
<td>$m_a$</td>
<td>mass of airfoil</td>
</tr>
<tr>
<td>$m$</td>
<td>mean function in Gaussian process surrogate model</td>
</tr>
<tr>
<td>$M_{\infty}$</td>
<td>Mach number at freestream</td>
</tr>
<tr>
<td>$p$</td>
<td>cost of evaluating aeroelastic model</td>
</tr>
<tr>
<td>$q_{\infty}$</td>
<td>dynamic pressure at freestream</td>
</tr>
<tr>
<td>$r_{\theta}$</td>
<td>radius of gyration per span about the elastic axis</td>
</tr>
<tr>
<td>$V_{\infty}$</td>
<td>speed at freestream</td>
</tr>
<tr>
<td>$V_{\mu}$</td>
<td>speed index, $V_{\infty}/\sqrt{b\omega_0}$</td>
</tr>
<tr>
<td>$x$</td>
<td>vector of parameters that affect aeroelastic stability</td>
</tr>
</tbody>
</table>
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I. Introduction

Aeroelastic flutter is a dynamic instability that can affect aerospace vehicles in certain flight conditions, and results in dangerous structural oscillations. The aeroelastic flutter boundary is the set of parameters (Mach number, speed, etc.) that separates stable and unstable conditions. One relatively simple approach to estimate the aeroelastic flutter boundary is the method of bisection, illustrated in the left frame of Fig. 1. However, producing an accurate estimate based on bisection is a challenge because it requires many evaluations of the aeroelastic model, and accurate (high-fidelity) aeroelastic models are expensive to evaluate. We present a multifidelity method that produces accurate estimates of aeroelastic flutter boundaries at relatively low cost by leveraging information from inexpensive and approximate (low-fidelity) aeroelastic models. As illustrated in the right frame of Fig. 1, the multifidelity method uses only a small number of evaluations of the high-fidelity aeroelastic model to guarantee the accuracy of the estimated aeroelastic flutter boundary.

Fig. 1  Left: illustration of bisection method to find the aeroelastic flutter boundary. This method requires many evaluations of the high-fidelity aeroelastic model to find the entire flutter boundary. Right: illustration of the multifidelity method presented here. The multifidelity method uses evaluations of relatively cheap low-fidelity aeroelastic models to reduce the overall cost of aeroelastic flutter analysis.

In principle, fluid-structure interaction (FSI) simulations are the most accurate representations of aeroelastic phenomena. However, despite advances \[1\]–\[11\], FSI remains too expensive for routine aeroelastic flutter analysis in engineering design. For this reason, low-fidelity aeroelastic models have been developed and are routinely used. One common type of low-fidelity aeroelastic model is based on the linearized potential flow approximation \[12\]–\[16\]. These models are considerably cheaper than FSI, and perform well in the low subsonic regime. On the other hand, there are important non-linear phenomena that are not represented adequately by linearized potential flow models. One example is the transonic dip, an abrupt decrease in flutter speed that may occur in the transonic regime, as illustrated in Fig. 2. Other types of aeroelastic model are based on measuring the aerodynamic response to small perturbations of the structure...
using high-fidelity simulations, and fitting the results with linearized models [17, 25]. In addition, reduced order modeling [26] is often used to identify a lower-dimensional (and therefore cheaper) model of the aeroelastic response, using methods such as proper orthogonal decomposition [27–29], harmonic balance [30], and Volterra series [31].

![Fig. 2 Transonic dip: flutter speed can decrease abruptly in the transonic region. This phenomenon is not predicted by linearized aerodynamic models. Figure reproduced from Ref. [32] with permission.](image)

The multifidelity method we introduce here is based on principles of active learning, where model evaluations are selected iteratively based on how much they are estimated to improve predictions [33]. In this context, the problem of locating the aeroelastic flutter boundary can have two interpretations, leading to different methodologies.

The first interpretation is as a classification problem: aeroelastic configurations can be stable or unstable, and the aeroelastic flutter boundary separates the two categories. Support vector machine (SVM) [34–37] is a technique widely adopted to construct classifiers. Missoum et al. [38] applied an adaptive SVM algorithm to reduce the cost of reliability-based design optimization of aeroelastic problems, whereas Dribusch et al. [39] applied a multifidelity adaptive SVM to estimate an aeroelastic flutter boundary.

The second interpretation is as a contour location problem: the aeroelastic flutter boundary is the zero contour of the aeroelastic damping coefficient. Active learning algorithms based on Gaussian process surrogates [40–45] are commonly used to locate contours of expensive-to-evaluate functions. The present method lies in this category. This method is based on CLoVER [46], an active learning algorithm that combines information from multiple sources. An important distinction between the present method and the work of Dribusch et al. [39] is that we do not require any hierarchy between the different aeroelastic models. In contrast, the multifidelity method of Dribusch et al. [39] assumes that a hierarchy between the fidelities of the models exists and is known.

The remainder of this paper is organized as follows. In Sect. II we present a formal definition of the aeroelastic flutter boundary. In Sect. III we discuss the details of the multifidelity method. We apply this method to locate the aeroelastic flutter boundary of a typical section problem, and the results are in Sect. IV. Finally, in Sect. V we discuss conclusions and opportunities for future work.

### II. Aeroelastic flutter

The behavior of an aeroelastic system is governed by the dynamics of the structure under the influence of aerodynamic forces. Here we represent the state of the structure and airflow by discrete sets of degrees-of-freedom. The vector of generalized coordinates (translations/rotations, structural modes) \( \eta \in \mathbb{R}^N \) defines the state of the structure, while the vector of flow variables (velocity, gas properties) \( \eta_a \in \mathbb{R}^{N_a} \) defines the state of the airflow. The dynamics of a general aeroelastic system are governed by

\[
M \ddot{\eta} + F_a(\eta, q_\infty) = F_\varepsilon(\eta_a, q_\infty),
\]

and

\[
\dot{\eta}_a = \mathcal{A}(M_\infty, \text{Re}, \eta_a, \eta),
\]

where \( M \) is the mass matrix, \( F_\varepsilon \) denotes elastic forces, \( F_a \) denotes aerodynamic forces acting on the structure, and \( \mathcal{A} \) represents convective and diffusive phenomena that govern the evolution of the airflow – e.g., \( 15 \) can represent the Navier-Stokes equations. In addition, \( q_\infty \) is the dynamic pressure, \( M_\infty \) is the Mach number, and \( \text{Re} \) is the Reynolds number, all measured in freestream conditions.
Let \( \{ \eta_0, \eta_{\infty} \} \) denote a state of aeroelastic equilibrium, i.e.,
\[
F_{el}(\eta_0) = F_a(\eta_{\infty}, q_{\infty}), \quad \mathcal{A}(M_{\infty}, \text{Re}, \eta_{\infty}, \eta_0) = 0.
\]

Aeroelastic flutter is characterized by the response of the aeroelastic system \( (1) \), initially at equilibrium, to an infinitesimal disturbance \( \delta \eta \). In the infinitesimal limit, the response of the structure can be approximated as linear with respect to the disturbance magnitude:
\[
\eta(t) = \eta_0 + ||\delta \eta|| \sum_{j=1}^{N} \vec{\eta}_j e^{(d_j + i\omega_j)t},
\]
where \( \vec{\eta}_j \) denotes the \( j \)-th mode of vibration of the aeroelastic system (out of a total of \( N \) modes), with damping \( d_j \) and angular frequency \( \omega_j \). Let \( J \) denote the vibration mode with largest damping, i.e., \( d_J = \max_j d_j \). This mode determines the stability of the aeroelastic system: \( d_J = 0 \) indicates the onset of aeroelastic flutter, and the system is said to flutter if \( d_J > 0 \). Aeroelastic damping is also commonly described in terms of the damping coefficient: \( \gamma = d_J / \omega_J \).

Let \( x \) denote the vector of parameters that affect the stability of the aeroelastic system (e.g., Mach number, speed, mass, stiffness, etc.). The aeroelastic flutter boundary is defined as the set of conditions
\[
\mathcal{Z} = \{ x \mid \gamma(x) = 0 \}.
\]

III. A multifidelity method for aeroelastic flutter analysis

The multifidelity method proposed here is based on CLoVER (Contour Location Via Entropy Reduction) [46], an active learning algorithm that combines information from multiple models to locate the zero contour of an expensive-to-evaluate function. In the case of aeroelastic flutter analysis, one wants to locate the flutter boundary, which corresponds to the zero contour of the aeroelastic damping coefficient \( \gamma = \gamma(x) \). In general, high-fidelity evaluations of \( \gamma \) are expensive. The present method leverages information from low-fidelity aeroelastic models to estimate the flutter boundary accurately at a reasonable cost. In Sect. III.A we explain what constitutes an aeroelastic model, and establish the notation for the remainder of this section.

The multifidelity method has three main ingredients:

- A multifidelity statistical surrogate model that fits data from low- and high-fidelity aeroelastic models, encoding correlations between the different fidelities. We discuss the surrogate model in Sect. III.B.
- A measure of uncertainty about the location of the flutter boundary estimated by the statistical surrogate model, as detailed in Sect. III.C.
- A decision mechanism that selects which model and aeroelastic condition to evaluate next such that the uncertainty about the location of the flutter boundary is reduced the most, per unit computational cost. We discuss this mechanism in Sect. III.D.

Finally, in Sect. III.E we show how these ingredients are combined to form the multifidelity method.

A. Aeroelastic models and notation

In this paper, the term aeroelastic model is used to designate the combination of modeling assumptions, numerical discretizations, and numerical algorithms used to:

(i) describe the operators \( F_{el}, F_a, \) and \( \mathcal{A} \),
(ii) solve the aeroelastic problem \( (1) \), and
(iii) estimate the aeroelastic damping coefficient, defined by \( (2) \).

We assume that we have access to \( N_m \) aeroelastic models, each of which provides an estimate of the damping coefficient \( \gamma \). We denote the estimate from model \( \ell \) as \( \gamma_\ell \), made with computational cost \( p_\ell \), \( \ell \in \{0, \ldots, N_m - 1\} \).

Let \( \ell = 0 \) denote the aeroelastic model in which we have the highest confidence, i.e., the model that results in our most accurate (and likely most expensive) estimate of aeroelastic damping coefficient. We refer to aeroelastic model \( \ell = 0 \) as the high-fidelity model, and aim to estimate the aeroelastic flutter boundary defined by
\[
\mathcal{Z}_0 = \{ x \mid \gamma_0(x) = 0 \}.
\]

The aeroelastic models \( \ell = 1, \ldots, N_m - 1 \) are referred to as low-fidelity models.
B. Multifidelity surrogate model

We use the statistical surrogate model introduced by Poloczek et al. \cite{poloczek2018} in the context of multi-information source optimization. This model constructs a single Gaussian process (GP) surrogate that simultaneously approximates the low- and high-fidelity models, and thus exploits relationships between them.

Let \( f \) denote the surrogate model, with \( f(\ell, x) \) being the GP that represents the belief about function \( \gamma_\ell(x) \), \( \ell = 0, \ldots, N_m - 1 \). The construction of the surrogate follows from two modeling choices:

(i) a GP approximation to \( \gamma_0(x) \) denoted by \( f(0, x) \), i.e., \( f(0, x) \sim GP(m_0, \Sigma_0) \), and

(ii) independent GP approximations to the discrepancies \( \delta_\ell(x) = \gamma_\ell(x) - \gamma_0(x) \), i.e., \( \delta_\ell \sim GP(m_\ell, \Sigma_\ell) \) with 
\[
\text{Cov}(\delta_\ell(x), f(0, x')) = 0 \quad \text{and} \quad \text{Cov}(\delta_\ell(x), \delta_\ell(x')) = \mathbb{I}_{\ell,\ell'} \Sigma_\ell(x, x'),
\]
where \( \mathbb{I}_{\ell,\ell'} \) denotes the Kronecker’s delta.

In the definitions above, \( m_\ell \) denotes the mean function and \( \Sigma_\ell \) denotes the covariance kernel of the GP \( f(\ell, x) \). As a consequence of these modeling choices, the surrogate model \( f(\ell, x) = f(0, x) + \delta_\ell(x) \) is also a GP, \( f \sim GP(m, \Sigma) \), with

\[
m(\ell, x) = \mathbb{E}[f(\ell, x)]
= \mathbb{E}[f(0, x)] + \mathbb{E}[\delta_\ell(x)]
= m_0(x) + m_\ell(x),
\]

\[
\Sigma((\ell, x), (\ell', x')) = \text{Cov}(f(\ell, x), f(\ell', x'))
= \text{Cov}\left( f(0, x) + \delta_\ell(x), f(0, x') + \delta_\ell(x') \right)
= \text{Cov}(f(0, x), f(0, x')) + \text{Cov}(\delta_\ell(x), \delta_\ell(x')) + \text{Cov}(f(0, x), \delta_\ell(x')) + \text{Cov}(f(0, x'), \delta_\ell(x))
= \Sigma_0(x, x') + \mathbb{I}_{\ell,\ell'} \Sigma_\ell(x, x').
\]

Note that the multifidelity surrogate model \( f(\ell, x) \) is a standard GP with a particular form of mean function, Eq. \( (5) \), and covariance kernel, Eq. \( (6) \). Therefore, assimilating data follows from standard tools of Gaussian process regression \cite{RasmussenWilliams2006}.

One important consequence of this surrogate construction is that low-fidelity data affect the surrogate representation of the high-fidelity model. Figure \[3\] illustrates this effect.

![Fig. 3](image)

**Fig. 3** Low-fidelity data improves prediction of high-fidelity function. Left: two observations of low- and high-fidelity models. Multifidelity surrogate fits high-fidelity data and learns correlation between different models. Right: two additional observations of the low-fidelity model result in significant improvement of surrogate representation of high-fidelity model.

In practice, \( m_\ell \) and \( \Sigma_\ell \) are selected from one of the standard parameterized classes of mean functions and covariance kernels \cite{RasmussenWilliams2006}. The parameters of these functions and kernels (known as hyperparameters) are selected using maximum likelihood estimate (MLE) \cite{RasmussenWilliams2006}. To mitigate difficulties associated with estimating hyperparameters with small amounts of data, the multifidelity method updates its estimate of hyperparameters throughout the evolution of the algorithm.
We denote the posterior GP of \( \Phi \) where 
\[
\gamma(x) = \begin{cases} 
\gamma_0(x) < 0, & \text{unstable}, \\
\gamma_0(x) = 0, & \text{neutral equilibrium}, \\
\gamma_0(x) > 0, & \text{stable},
\end{cases}
\]
with known mean \( m(0,x) \) and variance \( \sigma^2(0,x) \), which allows us to estimate the aeroelastic stability and quantify the uncertainty in this estimate. In order to quantify the neutral equilibrium state, we relax the definition of the flutter boundary to \( \gamma(x) < \epsilon(x) \), where \( \epsilon(x) \) is a small positive number. Then, an observation \( y \) of \( f(0,x) \) can be classified as one of the following three events:
- \( y < -\epsilon(x) \) (stable, denoted as event \( S \)),
- \( |y| < \epsilon(x) \) (neutral equilibrium, denoted as event \( E \)), or
- \( y > \epsilon(x) \) (unstable, denoted as event \( U \)).

These three events define a discrete random variable, \( W_x \), with probability mass
\[
\begin{align*}
P(S) &= \Phi \left( \frac{-m(0,x) - \epsilon(x)}{\sigma(0,x)} \right), \\
P(E) &= \Phi \left( \frac{-m(0,x) + \epsilon(x)}{\sigma(0,x)} \right) - \Phi \left( \frac{-m(0,x) - \epsilon(x)}{\sigma(0,x)} \right), \\
P(U) &= \Phi \left( \frac{m(0,x) - \epsilon(x)}{\sigma(0,x)} \right),
\end{align*}
\]
where \( \Phi \) is the unit normal cumulative distribution function.

The entropy of \( W_x \) measures the uncertainty in the stability of the aeroelastic system at condition \( x \), and is given by
\[
H(W_x; f) = -P(S) \ln P(S) - P(E) \ln P(E) - P(U) \ln P(U),
\]
(7)

Let \( \mathcal{D} \) denote the range of airflow parameters considered for aeroelastic flutter analysis (e.g., the flight envelope of an aerospace vehicle). To characterize the uncertainty of the flutter boundary predicted by the surrogate model, we define the **contour entropy**, as
\[
\mathcal{H}(f) = \frac{1}{V(\mathcal{D})} \int_{\mathcal{D}} H(W_x; f) \, dx,
\]
(8)

\( V(\mathcal{D}) \) denotes the volume of the parameter domain \( \mathcal{D} \). The bottom left pane of Fig. 4 depicts the definition of contour entropy.

D. Selecting new evaluations

At each new iteration the multifidelity method selects which aeroelastic model \( \ell \) and aeroelastic condition \( x \) to evaluate such that the uncertainty in the estimate of flutter boundary is reduced the most, per unit computational cost.

Consider the algorithm after \( n \) samples evaluated at \( X_n = \{(\ell^i, x^i)\}_{i=1}^n \), which result in observations \( Y_n = \{y_{\ell^i}(x^i)\}_{i=1}^n \).

We denote the posterior GP of \( f \), conditioned on \( X_n, Y_n \), as \( f^n \), with mean \( m^n \) and covariance matrix \( \Sigma^n \). Then, the multifidelity method selects \( \ell \) and \( x \) for a new evaluation by solving the following optimization problem.

\[
\begin{align*}
\max_{\ell \in [0, \ldots, M], x \in \mathcal{D}} \quad & u(\ell, x; f^n), \\
\text{subject to} \quad & \ell \in [0, \ldots, M], x \in \mathcal{D}.
\end{align*}
\]

*In information theory, entropy is a measure of the uncertainty in the outcome of a random process [49].
where

\[
u(\ell, x; f^n) = \mathbb{E}_y [\mathcal{H}(f^n) - \mathcal{H}(f^{n+1}) \mid \ell^{n+1} = \ell, x^{n+1} = x],
\]

and the expectation is taken over the distribution of possible observations, \(y^{n+1} \sim \mathcal{N}(m^n(\ell, x), \Sigma^n((\ell, x), (\ell, x)))\). There is no exact closed-form expression for computing the expectation in (10), but Ref. [46] shows an approximate expression that can be computed without numerical integration. With this approximation, the utility function (10) can be evaluated as

\[
u(\ell, x; f^n) \approx \frac{1}{V(D)} \int_D H(W_x; f^n) - \frac{r_{\sigma}^2(x'; \ell, x)}{e} \sum_{i=0}^1 \sum_{j=0}^1 \exp \left( -\frac{1}{2} \left( \frac{m^n(0, x') + (-1)^i e}{\hat{\sigma}(x'; \ell, x)} + (-1)^j \beta r_{\sigma}(x'; \ell, x) \right)^2 \right) d x',
\]

where \(\beta = \Phi^{-1}(e^{-1})\) and

\[
\hat{\sigma}^2(x'; \ell, x) = \Sigma^{n+1}((0, x'), (0, x')) + \frac{(\Sigma^n((0, x'), (0, x')))^2}{\Sigma^n((\ell, x), (\ell, x))},
\]

\[
r_{\sigma}^2(x'; \ell, x) = \frac{\Sigma^{n+1}((0, x'), (0, x'))}{\hat{\sigma}^2(x'; \ell, x)}.
\]

The integral over \(D\) is computed numerically using the importance sampling approach proposed in Ref. [44].
E. Assembling the full method

The multifidelity method for aerelastic flutter analysis can be summarized as follows (see Fig. 5):†

1) Compute an initial set of samples by evaluating all \( N_m + 1 \) aerelastic models at the same values of \( x \). Use samples to compute hyperparameters and the posterior of \( f \).

2) Until budget is exhausted, do:
   1) Determine which aerelastic model and condition to sample next by solving the optimization problem (9).
   2) Evaluate the next sample at location \( x_{n+1} \) using aerelastic model \( \ell_{n+1} \).
   3) Update hyperparameters and posterior of \( f \).

3) Return the zero contour of \( E[f(0,x)] \).

IV. Aeroelastic flutter analysis of Isogai case A

A. Problem description

In this example we apply the multifidelity method to locate the aerelastic flutter boundary of the aerelastic system “case A” introduced by Isogai [1,25,50]. This system is an instance of a typical section model, which represents the aerelastic behavior of a rigid airfoil supported by linear translation and torsion springs (see Fig. 6). This model is used to represent the behavior of sections of wings in simplified aerelastic analysis used in preliminary design. The motion of the typical section is represented by two degrees of freedom: pitch angle (\( \theta \)) and vertical translation (\( \xi \)) – see Fig. 6 for conventions. The aerelastic dynamics of this model are governed by (in dimensionless form):

\[
M\ddot{\eta} + K\eta = \frac{V^2}{\pi} Q_a(\eta_a),
\]

(12a)

\[
\dot{\eta}_a = \mathcal{A}(M_m,\eta_a,\eta),
\]

(12b)
Fig. 6 Typical section model.

\[ \eta = \begin{Bmatrix} \theta \\ \xi \end{Bmatrix}, \quad M = \begin{bmatrix} 1 & x_\theta \\ x_\theta & r_\theta^2 \end{bmatrix}, \quad K = \begin{bmatrix} (\omega_\eta/\omega_\theta)^2 & 0 \\ 0 & r_\theta^2 \end{bmatrix}, \quad Q_a = \begin{bmatrix} -c_\ell \\ 2c_m \end{bmatrix}. \]

(13)

In the equation above, \( x_\theta = x_{cg} - x_{ea} \), where \( x_{cg} \) denotes the position of the center of gravity and \( x_{ea} \) the position of the elastic axis, both measured from the mid-chord and non-dimensionalized with respect to the semi-chord \( b \). Furthermore, \( r_\theta \) is the radius of gyration per unit span about the elastic axis, \( \omega_\eta \) and \( \omega_\theta \) are the uncoupled natural angular frequencies of vibration of the heave and pitch modes, respectively. \( c_\ell \) denotes lift coefficient, and \( c_m \) denotes momentum coefficient with respect to the elastic axis. Finally,

\[ V_\mu = \frac{V_\infty b}{\omega_0 \sqrt{\mu}}, \quad \mu = \frac{m_a}{\pi \rho_\infty b^2}, \]

where \( \rho_\infty \) and \( V_\infty \) are the density and speed at freestream, respectively, and \( m_a \) is the mass of the airfoil per unit span.

The case A problem of Isogai [50] is defined by the following set of parameters:

\[ \mu = 60, \quad r_\theta^2 = 3.48, \quad \omega_\eta = 100 \text{ rad/s}, \quad \omega_\theta = 100 \text{ rad/s}, \quad x_{cg} = -0.2, \quad x_{ea} = -2. \]

In this investigation we assume the airflow is in the high Reynolds number regime, such that it is reasonable to neglect viscous effects. We investigate the aeroelastic flutter boundary as a function of two aerodynamic parameters: Mach number \( (M_\infty) \) and aeroelastic speed index \( (V_\mu) \). We restrict the parameter space to \( (M_\infty, V_\mu) \in [0.6, 0.9] \times [0.4, 2.0] \), which is known to include the transonic dip phenomenon for this particular problem.

**B. Aeroelastic models**

We use four aeroelastic models to perform the aeroelastic flutter analysis of the Isogai case A problem. Three of these models are based on integrating (12) in time using the open source code SU2 [52], employing the Euler equations as the formulation of the airflow dynamics. Evaluations of these models start by computing a steady aerodynamic solution at angle-of-attack of 1 degree, and using this solution as initial condition for the unsteady aeroelastic simulation. These models are distinct in their computational meshes and solution time, as listed below. We define the solution time in terms of the period of the uncoupled vibration of the pitch mode: \( T_\theta = 2\pi/\omega_\theta \).

For aeroelastic models based on SU2, we estimate the aeroelastic damping coefficient by fitting the response of the system to

\[ \eta(t) = \eta_0 + \exp(d_1 t) \left( \eta_{11} \sin(\omega_1 t) + \eta_{12} \cos(\omega_1 t) \right) + \exp(d_2 t) \left( \eta_{21} \sin(\omega_2 t) + \eta_{22} \cos(\omega_2 t) \right), \]

where \( \eta_{jk} \) corresponds to the \( k \)-th component of the \( j \)-th aeroelastic mode. Associated to each mode \( j \) there is a corresponding damping \( d_j \), angular frequency \( \omega_j \), amplitude \( (\eta_{j1}^2 + \eta_{j2}^2)^{1/2} \), and phase angle \( \tan^{-1}(\eta_{j2}/\eta_{j1}) \).

The fourth model is based on solving (12) in Laplace domain using the p-k method [13]. The aerodynamic forces are estimated using the doublet lattice method [53].

The list below summarizes the computational models used in the present multifidelity analysis:

- High-fidelity model (HFM): time integration using SU2, Euler equations, fine mesh (8606 points). Solution time: \( 10T_\theta \). Computational cost: \( \approx 27,000 \text{ CPU-s} \).

---

1 Computational cost measured on an Intel® Core™ i7-2600 CPU (3.4 GHz). Simulations are carried out on a single core.
• Low-fidelity model 1 (LFM1): time integration using SU2, Euler equations, fine mesh (8606 points). Solution time: 3760 s. Computational cost: ≈ 9,000 CPU-s.
• Low-fidelity model 2 (LFM2): time integration using SU2, Euler equations, coarse mesh (4572 points). Solution time: 3760 s. Computational cost: ≈ 2,700 CPU-s.
• Low-fidelity model 3 (LFM3): Laplace domain using p-k method, doublet lattice method (30 panels). Computational cost: ≈ 10 CPU-s.

C. Aeroelastic flutter boundary

We initialize the multifidelity method by evaluating all four aeroelastic models at ten random configurations. These evaluations are used to estimate the hyperparameters and provide initial training data to the surrogate model. In this example we use the same form of Gaussian process prior for the high-fidelity function and the discrepancies. Namely, we set the mean function to zero, and choose a squared exponential covariance kernel.\footnote{For the range of \( V_\mu \) considered here, a bisection method with 7 HFM evaluations can predict the speed index at flutter with accuracy of 0.0125, for each Mach number.} The top left frame of Fig. 7 shows the initial setup.

As discussed in Sect. III, we solve the optimization problem\footnote{For the range of \( V_\mu \) considered here, a bisection method with 7 HFM evaluations can predict the speed index at flutter with accuracy of 0.0125, for each Mach number.} to select new evaluations at every iteration of the multifidelity method. Here we solve the optimization problem by performing a search on a uniform 4 × 30 × 30 grid in the space \((\ell, M_\infty, V_\mu) \in \{0, 1, 2, 3\} \times [0.6, 0.9] \times [0.4, 2]\). Figure 7 shows the local entropy \( H(W_x) \) at a few snapshots of the iteration procedure. This figure also shows the sets of configurations used to evaluate models HFM, LFM1, and LFM2. For the sake of clarity, we omit evaluations of LFM3 because they would clutter the plots.

For the purposes of comparison, we compute a reference flutter boundary. This reference is computed using our multifidelity method with a high budget (approximately 42 HFM evaluations). We then demonstrate our multifidelity method by limiting the total budget to approximately 32 HFM. This number was chosen because it represents the cost of the initial setup (approximately 11 HFM evaluations) plus using a bisection method to estimate 3 points on the aerelastic flutter boundary, considering a budget of 7 HFM evaluations per point. Figure 7 shows the evolution of the estimate of the flutter boundary using the multifidelity method. We observe that the method produces accurate estimates, with a maximum error smaller than 0.02 in flutter speed index.

The exception is the region at the top right corner of the domain (high Mach number and high speed index). SU2 predicts that the flutter boundary wraps around itself, allowing the aeroelastic system to become stable when the speed index is increased at high Mach number (≈ 0.9). This phenomenon has been reported in the literature\footnote{For the range of \( V_\mu \) considered here, a bisection method with 7 HFM evaluations can predict the speed index at flutter with accuracy of 0.0125, for each Mach number.}. This wrapping of the aerelastic flutter boundary leads to relatively large gradients in the aerelastic damping coefficient at high Mach number. The multifidelity method requires more evaluations than the set budget to estimate this behavior adequately.

Our proposed method combines both adaptive sampling and the use of multiple aeroelastic models. To assess directly the benefits of using multiple aerelastic models, we compare the performance of our method using all four models to its performance using only a single aerelastic model (the HFM). Figure 9 shows the aeroelastic flutter boundaries estimated with a single model, and Fig. 10 compares the evolution of the contour entropy per computational cost when considering a single and multiple models. We observe that the estimates produced with a single aerelastic model are similar to the ones produced using multiple aerelastic models. However, using multiple models results in a lower value of contour entropy, which indicates that the method has more confidence in its prediction.

We explain these results in light of the choice of Gaussian process prior used for this analysis. The prior model selected here contained no specific information about the location of the aerelastic flutter boundary. Hence, the multifidelity method has to explore the entire space of possible aerelastic configurations to gain confidence in the predictions it makes. As we can observe from Fig. 7, if multiple aerelastic models are available, the method uses the low-fidelity models to explore the space, and evaluates the high-fidelity model close to the aerelastic flutter boundary to increase the accuracy in its vicinity. This behavior explains why the method is more confident in the estimates made with multiple aerelastic models: the additional models allow the method to explore more of the space than it can afford using a single aerelastic model. These results indicate future research on adequate prior models specific for aerelastic applications is needed to take full advantage of multiple aerelastic models.
Fig. 7 Locating the flutter boundary of the Isogai case A problem. Each plot shows the estimates of the multifidelity method for different iterations. The solid black line is the aeroelastic flutter boundary estimated by the multifidelity method. The contours show the local value of the entropy $H(W_x)$. The symbols are evaluations made with the different aeroelastic models.
Fig. 8  Aeroelastic flutter boundaries estimated by the multifidelity method at different levels of cost. $V_{\mu}^{\text{flutter}}$ is the speed index at the aeroelastic flutter boundary. Left: position of flutter boundaries. Right: error in the $V_{\mu}^{\text{flutter}}$ with respect to the reference computed with a cost equivalent to 42 HFM evaluations. The error only considers the aeroelastic flutter boundary corresponding the the smallest flutter speed index for each Mach number.

Fig. 9  Aeroelastic flutter boundaries estimated by the method presented here evaluated with a single aeroelastic model (HFM), at different levels of cost. $V_{\mu}^{\text{flutter}}$ is the speed index at the aeroelastic flutter boundary. Left: position of flutter boundaries. Right: error in the $V_{\mu}^{\text{flutter}}$ with respect to the reference computed with a cost equivalent to 42 HFM evaluations. The error only considers the aeroelastic flutter boundary corresponding the the smallest flutter speed index for each Mach number.
V. Conclusion

We presented a multifidelity method that locates aeroelastic flutter boundaries by combining information from low- and high-fidelity aeroelastic models. We demonstrated through an example of the typical section model that this method can result in significant computational savings with respect to a naive exploration of the space of aeroelastic configurations (e.g., bisection method). However, further investigation is still needed to take full advantage of the multifidelity framework for aeroelastic applications.

There are few possibilities for extending the work shown here. First, estimating the aeroelastic damping coefficient from time histories is challenging when damping is very small in magnitude (close to the flutter boundary) or very large (unstable regions). Quantifying the uncertainty in these estimates may make the multifidelity method more robust. Second, here we assume that the cost of evaluating the aeroelastic models is known. However, in practice simulations in unstable regions may terminate early because they result in large oscillations, and estimating the computational cost a priori is difficult. An alternative is using data to create a surrogate model for the computational cost as well. This approach may lead to different strategies for acquiring data, since the utility function used to select the next model to evaluate depends both on expected information gain (i.e., entropy reduction) and on model cost. Finally, investigating prior GP models tailored to aeroelastic applications may allow the multifidelity method to use information from multiple aeroelastic models more efficiently.

Acknowledgments

This work was supported in part by the U.S. Air Force Center of Excellence on Multi-Fidelity Modeling of Rocket Combustor Dynamics, Award FA9550-17-1-0195, and by the AFOSR MURI on Managing Multiple Information Sources of Multi-Physics Systems, Awards FA9550-15-1-0038 and FA9550-18-1-0023.

References


